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	Abstract

	Prediction of protein disorder is important as a part of the protein folding problem. In this paper, we investigate the possibility of multilayer perceptron (MLP) as the predictor of the protein disorder. The investigation includes single hidden layer MLP, multi-hidden layer MLP and the hierarchical structure of MLP. Also, the target node method which deals with imbalanced data is used as a training criteria of MLPs.
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1. Introduction 

Proteins carry out many important functions indispensible for life and the study of protein structure is important for our understanding of many biological processes[1]. When a protein is in its functional state, it is called native. The native form of a protein is assumed to have a specific 3D structure and the loss of function is assumed to be associated with unfolding or loss of the specific 3D structure. Protein structure can be determined by the X-ray diffraction, NMR, homology alignment, and other methods [2,3,4].
The information flow from amino acid sequence to 3D structure is very important and this “protein folding problem” is considered to be one of the “Grand Challenges of Computer Science”[5]. The protein folding problem includes the prediction of order and disorder. Practical interests of identifying disordered regions are avoiding spurious sequence alignments in sequence similarity analysis and helping to delineate boundaries of protein domains[6]. Accurate recognition of disordered regions can be applied to enzyme specificity studies, function recognition, and drug design. However, there are several categories of disorder such as molten globules, partially unstructured proteins, and random coils[6]. And no commonly agreed definition of protein disorder exists[2]. 
Disordered regions can be indirectly predicted by experimental methods such as X-ray crystallography, NMR-, Raman-, CD-spectroscopy, and hydrodynamic measurements[2]. Each of these methods detects different aspects of disorder resulting in several operational definitions of protein disorder. Alternatively, neural network approach to determine whether disordered regions are common is investigated. Romeo et al. proposed PONDR method, which constructed feature extraction data through p-feature selection and PCA(principal component analysis) and then trained MLP(multi-layer perceptron) using EBP(error back-propagation) algorithm[1]. However, they used artificial procedure to make data balanced. Yang and Thomson proposed BBFNN(bio-basis function neural network) which resembles GPFN(Gaussian potential function network)[3]. In the method, bio-basis function was designed based on homology alignment score and the weights of the final layer were calculated with pseudo-inverse method. They also proposed RONN in order to handle the variable length of disordered/ordered regions[4]. Linding et al. proposed DisEMBL which consisted of three neural networks, of which each one detects a separately defined disordered regions. Although Linding et al. considered the imbalance of data, they did not consider that to train neural networks.

 In this paper, we considered the imbalance of data to train MLPs when dealing with the prediction of protein disorder problem. Also, we investigate many structural possibility of MLP for the protein disorder prediction problem.
2. Error back-propagation of multilayer perceptrons and imbalanced data
Consider an MLP consisting of N inputs, H hidden, and M output nodes. When a p-th training pattern 
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 is presented to the MLP, the j-th hidden node is given by
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Also, 
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Let desired output vector corresponding to the training pattern 
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We call 
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the target node of class k. The conventional error function for P training patterns is 
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 EBP algorithm minimizes E through iterative update of weights to the negative direction of the error function[7]. 
Let us assume that there are two classes, where one is the minority class 
[image: image21.wmf]1

C

 with 
[image: image22.wmf]1

P

 training patterns and the other is the majority class 
[image: image23.wmf]2

C

 with 
[image: image24.wmf]2

P

 training patterns. Here, 
[image: image25.wmf]2

1

P

P

<<

 and 
[image: image26.wmf]P

P

P

=

+

2

1

. Since the EBP algorithm updates weights based on the negative gradient of the error function, 
[image: image27.wmf]2

P

 training patterns of the majority class dominate training and this will cause the extension of majority class boundary to the boundary of minority class. As a result, MLPs show poor performance for the imbalanced data.
The target node method was proposed which intensifies weight-updating for the minority class and weakens weight-updating for the majority class[7]. We adopt the target node method for the protein disorder prediction problem. 
4. Simulations 
Protein disorder prediction was simulated with MLPs. Firstly, a single hidden layer MLP and its hierarchical architecture was simulated. The hierarchical architecture is constructed with 4 MLPs, each of which handles one feature component data. Also, there is a judge network which does a role of final decision. For performance improvement, we used multiple hidden layer architecture in the single MLP and its hierarchical architecture. Although we tried various architectures, there was not a meaningful improvement of the performance. 
5. Conclusion
We adopted the target node method to predict the protein disorder regions. Although we tried various architectures of MLPs, there was not meaningful improvement of performance. 
9. References

[1] P. Romero, Z. Obradovic, and A. K. Dunker, “Inetlligent data analysis for protein disorder prediction,” Artificial Intellignece Review, vol. 14, pp. 447-484, 2000.
[2] R. Linding, L. J. Jensen, F. Diella, P. Bork, T. J. Gibson, and R. B. Russell, “Protein disorder prediction: Implications for structural proteomics,” Structure, Vil. 11, pp. 1453-1459, Nov. 2003.

[3] Z. R. Yang and R. Thomson, “Bio-basis function neural network for prediction of protease cleavage sites in proteins,” IEEE Trans. Neural Networks, vol. 16, pp. 263-274, Jan. 2005.

[4] Z. R. Yang, R. Thomson, P. McNeil and R. M. Esnouf, “RONN: the bio-basis function neural network technique applied to the detection of natively disordered regions in proteins,” Bioinformatics, vol. 21, pp. 3369-3376, 2005.

[5] FCCST, Grand Challenges 1993: High performance computing and communications, A report by the committee on physical, mathematical, and engineering sciences. Fedral coordinating council for science and technology.
[6] F. Ferron, S. Longhi, B. Canard, and D. Karlin, “A practical overview of protein disorder prediction methods,” PROTEINS: Structure, Function, and Bioinformatics, vol. 65, pp. 1-14, 2006.
[7] S.-H. Oh, “Error back-propagation algorithm for classification of imbalanced data”, Neurocomputing, vol. 74, pp. 1058-1061, 2011.
2
1

_1347448854.unknown

_1347449399.unknown

_1347646411.unknown

_1347646514.unknown

_1347646553.unknown

_1347727491.unknown

_1347646451.unknown

_1347646480.unknown

_1347449548.unknown

_1347646390.unknown

_1347449438.unknown

_1347449000.unknown

_1347449039.unknown

_1347448897.unknown

_1347448971.unknown

_1347448034.unknown

_1347448293.unknown

_1347448370.unknown

_1347448406.unknown

_1347448209.unknown

_1347447696.unknown

_1347447793.unknown

_1347446982.unknown

