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Abstract 
 
 
 

 

Generally, we allocate one output node per class in pattern recognition 
applications of MLPs(multilayer perceptrons). In this paper, we propose a method to 
improve generalization capability of MLPs through increasing the number of output 
nodes per class. We verify that the proposed method decreases misclassification ratios 
of MLPs through a short mathematical aspect. And then, simulations of isolated-word 
recognition show the effectiveness of our method. 

 
 
 

1. Introduction 
 
MLPs(multilayer perceptrons) have been widely applied to many areas including pattern recognition 

with a theoretical background[1][2]. Usually, EBP(error back-propagation) algorithm is used for training 
of MLPs. However, the EBP algorithm based on MSE(mean-squared error) has a drawback with 
incorrect saturation phenomenon, in which some output nodes in wrong saturation region of sigmoidal 
activation function cannot escape[3]. This phenomenon degrades generalization capability as well as 
training convergence of MLPs.  

In order to resolve this problem, CE(cross-entropy)[4] and nCE(nth-order extension of cross-
entropy)[5][6] error functions were proposed. Also, for better generalization performance, 
CFM(classification figure-of-merit) cost function was proposed[7]. This seeks to maximize the difference 
between the output value of node representing the correct classification, so called “target node”, and all 
other nodes.  

Besides the above cost function approaches, there have been approaches of boundary pattern 
selection[8], selective attention[9], and incorporating additional layers[10]. Regarding the boundary 
pattern selection, k-neighbors are found for each datum. If a datum is near the decision boundary, then all 
of these k-neighbors would not come from the same class. Training is performed using the boundary 
patterns. In order to implement the selective attention ability of human, early filtering model was 
incorporated in the input layer of MLPs[9]. On the other hand, MOLP(multi-output-layer perceptron) 
increases the linearly separable ability of networks with incorporating additional output layers[10]. 
However, increasing the number of layers generally degrades convergence speed. 

On the other hand, some tried to accelerate convergence of MLPs through adaptive learning 
rates[6][11][12].  Also, one may use second order nonlinear optimizing method for accelerated 
convergence. However, it has a drawback with ill-conditioning of Hessian matrix in many applications 
and the computational complexity related to the Hessian[13]. Also, LBL(layer-by-layer) optimizing 



 
 

716 

methods was proposed in which each layer of MLPs is decomposed into both a linear part and a nonlinear 
part[13][14][15]. 

In this paper, we propose a new approach to improve classification capability of MLPs, which 
increases output nodes per class. In pattern recognition applications, we usually assign one output node 
per class and the index of the maximum output node denotes a classified result. In this structure, the 
output node value can be interpreted as an estimation of posteriori probability that an input pattern 
originates from a certain class [5]. In order to improve the performance of classifier, some proposed to 
implement many classifiers for the same classification problem and to judge the classification result 
based on all outputs of the classifiers[16]. However, this strategy needs to train the additional judge 
network for final decision. Contrary to this method, we propose to increase output nodes without 
additional training strategy. 

  This paper is organized as follows. In section 2, we briefly introduce MLPs. We propose to increase 
output nodes per class for better generalization in section 3 and simulations are described in section 4. 
Finally, section 5 concludes this paper.  

 
 
2. MLP(Multilayer Perceptrons) 
 

 
Fig. 1. Multilayer Perceptron 

 
Consider an MLP consisting of N inputs, H hidden, and M output nodes. Here, each node has a value 

between -1 and 1. Also, let the desired output vector corresponding to an training input vector 

Txxx N ],,,[ 21 L=x  be  Tttt M ],,,[ 21 L=t . When x is presented to the network, the state of jth hidden node 
is 
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Also, (.)f  is the sigmoidal activation function, jiw denotes the weight connecting ix to jh , and 0jw  

is the bias to jh . Now, the kth output node  is  
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Here, kjv denotes the weight connecting jh  to ky and 0kv  is the bias to ky . 

The conventional MSE function is  
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To minimize )(xmE [17], output weights are updated as 
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The hidden weights are updated as 
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3. Improving Performance of MLPs 
 
In the above EBP algorithm, )(out

kδ  in Eq. (7) is the difference )( kk yt −  multiplied by the gradient of 

the sigmoid function. If ky  approaches one of the two extreme values of sigmoid function, the gradient 

factor in Eq. (7) makes the delta signal very small. Thus, the output node ky  which has an extreme value 

opposite to kt  can not make a strong delta signal for adjusting the weights significantly. This incorrect 
saturation retards the search for a minimum in the error surface. In order to resolve this problem, one can 
use the nCE error function[5] 
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Using the above error function, the delta signal of output layer is  
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The other equations in the EBP algorithm are the same. The nCE error signal with 2≥n  can generate 
a strong error signal for an incorrectly saturated output node and a weak error signal for a correctly 
saturated output node. This nCE error function shows better generalization performance than the 
conventional EBP. If we code the target node as 
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with enough training patterns, classifiers based on the nCE error function can be Bayesian[5][18][19]. 
Usually, we assign one output node per class, which is coded as (12). Some proposed to incorporate 

many MLPs which are trained separately to resolve a same problem[16]. Even though this strategy can 
improve the performance, we need to train another network that decides to adopt which network’s 
outputs or merges the outputs of many networks as a final classification result. On the contrary, we 
propose to increase the number of outputs per class without any incorporation of other networks for final 
decisions. In this method, we train the MLP based on the nCE error function and use Max. rule for 
decision, which decides that the index of maximum output node is the classified result.  

In order to prove the effectiveness of our method which increases output nodes, we model a two-class 
problem 1c  and 2c   in which their prior probabilities )()( 21 cpcp = . Also, we assume that one-output 

MLP trained to resolve this problem has uniform output distribution for each class. That is, )|( 1cp y  is 

uniform in ] ,3[ αα−  and  )|( 2cp y  is uniform in ]3 ,[ αα− . After some derivations, we can estimate that 
the misclassification ratio based on Bayes’ rule is 1/4. If we model two-output MLP with same idea, we 
could estimate that the misclassification ratio is 1/8. This estimation proves that our method is effective. 

 
 
4. Simulations 
 
In order to verify the effectiveness of our method, an isolated-word recognition problem was used in 

which the vocabulary consisted of 50 words and each word was spoken two times by nine speakers. The 
900 patterns were used for training after extracting the ZCPA(zero-crossing peak amplitude) feature of 
1,024 dimensions[20]. The MLP consisted of 1,024 inputs and 50 hidden nodes. Nine simulations were 
conducted with initial weights randomly drawn from a uniform distribution on [ ]44 101 ,101 −− ××−  and the 
results were averaged. Generalization performance for this task was evaluated using untrained 1050 test 
patterns, which were the 50 words spoken three times by seven speakers. In each simulation, learning rate 
was 0.05 and we varied the number of outputs per class from 1 to 5.  

 

 
Fig. 2. Misclassification ratio for test patterns with various outputs per class 
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Fig. 2 shows the misclassification ratio of test patterns with various outputs per class. When the 
output per class is 1, we took about 3.78% misclassification at 340th epoch. The ratio decreases to 3.65% 
at 70th epoch with 2 outputs/class, 3.54% at 60th epoch with 3 outputs/class, and 3.16% at 90th epoch with 
4 outputs/class. However, the misclassification ratio increases to 3.55% at 60th epoch when the number of 
outputs per class is 5. From these results, we can verify that the generalization performance is improved 
with increasing the number of outputs per class. The proposed method has the effect that many classifiers 
are incorporated into one for better performance. Without any intentional post-processing for 
incorporating many networks, we can attain improved performance only by EBP training of MLPs with 
multi-outputs per class.  

 
 
5. Conclusion 
 
This paper proposed to increase the number of outputs per class for improved generalization 

performance of MLPs in pattern recognition applications. We verified the effectiveness of proposed 
method through probabilistic derivation and simulations of isolated-word recognition problems. The 
proposed method can be interpreted as an incorporation of many classifiers without any additional post-
processing. 
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